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 FIRST MET BISHOP PAUL TIGHE, Secretary of the Pontifical 
Council for Culture,1 in April of 2019, when he came to Santa 
Clara University for a meeting of Chinese and Western scholars 
on the topic of AI. Since then, he and I have worked together on 

two main projects: gathering scholars at Catholic universities to dis-
cuss topics involving AI and gathering Catholic leaders in technology 
who are trying to help AI be developed and used ethically. Bishop Paul 
Tighe is one of the leading figures at the Vatican when it comes to AI. 
This interview was conducted in mid-December of 2021. It provides 
D�VQDSVKRW�RI�WKH�9DWLFDQ¶V�DFWLYLWLHV�UHODWHG�WR�DUWLILFLDO�LQWHOOLJHQFH�
at this particular point in time. Conditions are changing rapidly. The 
interview should be read as light-hearted, at times humorous, yet also 
serious (Bishop Tighe has an Irish gift for that mixture). It has been 
edited for clarity and length; footnotes have been added to provide 
further information. 

 
Brian Green: Bishop Paul, thank you so much for taking the time 

for this interview. Just to start, could you say a little bit about how the 
Vatican and Pope Francis became interested in artificial intelligence 
and why the issue has become as significant as it now is. 

Bishop Tighe: I would say, first, that the Vatican and Pope Francis 
are two separate questions. The Vatican probably became alert to the 
importance of AI through a series of small conversations called the 
Minerva Dialogues, involving a number of people from Silicon Val-
ley. These have been going on for about six years and were the first 
thing that really raised the topic with Vatican people in a serious way. 
A range of different people from the Vatican were present for those 
first discussions with people from Silicon Valley, and that primed the 
interest of the people working in the then-Pontifical Council for Jus-
tice and Peace, which became the Dicastery for Promoting Integral 

 
1 )RU� IXUWKHU� LQIRUPDWLRQ�� VHH� ³6HFUHWDU\�´�Pontifical Council for Culture website, 
www.theologia.va/content/cultura/en/organico/tighe.html.  
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Human Development. They actually just had a seminar which consid-
ered these issues.2  

A number of people from the communications area, where I 
worked at that time, also attended those early meetings, and also a few 
people connected with some of the pontifical universities around 
Rome. I think it is fair to say that probably some of the work we had 
been doing in communications, where we got the Vatican moving into 
the area of digitalization, also had an impact. Communications people 
have traditionally represented the Vatican at the Internet Governance 
Forum (IGF) and the International Telecommunications Union (ITU) 
where these issues were surfacing. Additionally, when attending con-
ferences like the Web Summit3 and South by Southwest4 people there 
were very clearly articulating that the next big thing to be thinking 
about and reflecting on was AI and its impact. At the same time, the 
Secretary of State, which represents the Vatican at a number of inter-
national organizations, saw that AI was also suddenly appearing on 
the agenda for everything from the IGF and ITU to UNESCO and the 
Council of Europe. So, AI-talk was rippling around without a clear 
focus.  

Secondly, Pope Francis was approached by a number of ethically-
minded business leaders from Europe who were very alert to the 
emerging issues around AI. The Pope was aware that the Council for 
Culture was interested in these questions, and he asked me to follow 
up on those initiatives. That has led to the emergence here of the Cen-
ter on Digital Culture. AI also featured in conversations between the 
Pope and global leaders, and particularly at the time of the visit of the 
Secretary General of the United Nations, about two years ago, AI was 
an issue of particular attention. But the Vatican is not the most coor-
dinated administrative unit, so different people were doing different 
things, and that is still to some extent what shapes reality.  

One instance, I think, very autonomously and correctly took up the 
issue: the Pontifical Academy of Sciences. Chancellor Marcelo 
Sanchez Sorondo was encouraged to do so by the scientific members 
of the Academy. They began to have a number of high-level 

 
2 'LFDVWHU\� IRU� 3URPRWLQJ� ,QWHJUDO� +XPDQ� 'HYHORSPHQW�� ³1HZ� 7HFKQRORJLHV� IRU�
3HDFH� DQG� ,QWHJUDO� +XPDQ� 'HYHORSPHQW�´� 'HFHPEHU� ��� ������
www.youtube.com/watch?v=3BJl-XnJ5DI. 
3 0DULDQ� *RRGHOO�� %LVKRS� 3DXO� 7LJKH�� DQG� -HVVL� +HPSHO�� ³3UHDFKLQJ� WR� WKH� &RQ�
YHUWHG�´�Web Summit 2016, www.youtube.com/watch?v=qVuvDzgx3sc&t=45s; for 
WKH�QHZV�DQJOH��.LP�+MHOPJDDUG��³3UHDFKLQJ� WR�)DFHERRN�)DLWKIXO��9DWLFDQ�/RRNV�
Past the Pulpit to Social MHGLD�´� USA Today, Nov 7, 2016, www.usato-
day.com/story/tech/2016/11/07/web-summit-lisbon-technology-vatican-religion-so-
cial-media/93412358/.  
4 0LFKHO�0DUWLQ��³7KH�9DWLFDQ�6HQGV�,WV�6RFLDO�0HGLD�*XUX�7R�6;6:�)HVWLYDO�´�All 
Things Considered, NPR,  
March 19, 2017, www.npr.org/2017/03/19/520752765/the-vatican-sends-its-social-
media-guru-to-south-by-southwest-festival.  
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conferences whose proceedings are accessible on their website.5 Very 
interesting people like Stephen Hawking were present for some of 
these discussions. This Academy, however, is more of a consultative 
body and tends not to take an executive function.  

Here at the Pontifical Council for Culture we began to take a formal 
look at AI during our 2017 Plenary Assembly, where we had a con-
versation about artificial intelligence and how it relates to anthropo-
logical issues.6 We decided we should work together with the 
Dicastery for Promoting Integral Human Development, and the most 
visible initiative ensuing from this collaboration was the conference 
KHOG�LQ�6HSWHPEHU�RI�������³7KH�&RPPRQ�*RRG�LQ�WKH�'LJLWDO�$JH�´7 
We have also responded to a number of invitations to partake in sem-
inars. If you remember, the first time we met was when Georgetown 
University organized the seminar at Santa Clara University in April of 
2019 bringing together Chinese and Western scholars to discuss AI, 
philosophy, and religion. Now while this seminar was not organized 
by the Vatican, but Georgetown University, I and Antonio Spadaro, 
SJ, were there, so it was a somewhat informal encounter. 

Another big instance I know of would be the Congregation for 
Catholic Education. Through their work with the universities, they had 
an alertness and concern regarding AI; so that was a topic on their 
radar. The Pontifical Academy for Life also broadened beyond the tra-
ditional life issues like euthanasia, abortion, genetic research, etc. and 
began to take up the questions of robotics and artificial intelligence. 
They took on a very major initiative partnering with IBM and Mi-
crosoft: The Rome Call for AI Ethics.8 

I think that what is probably needed now, and which I hope to see 
emerge, is that the Secretary of State, which is in many ways the cen-
tral policy office of the Holy See, will try to coordinate and bring to-
gether all these players, and together with them will work at 

 
5 )RU�H[DPSOH��VHH�WKH�IROORZLQJ�FRQIHUHQFHV��3RQWLILFDO�$FDGHP\�RI�6FLHQFHV��³%RRN�
Launch: Robotics, AI, and Humanity. Science, Ethics, and PoOLF\�´�0DUFK�����������
www.pas.va/en/events/2021/robotics_launch.html; Pontifical Academy of Sciences, 
³5RERWLFV�� $,�� DQG� +XPDQLW\�� 6FLHQFH�� (WKLFV�� DQG� 3ROLF\�´� 0D\� ��±17, 2019, 
www.pas.va/en/events/2019/robotics.html; Pontifical Academy of 6FLHQFHV��³3RZHU�
DQG� /LPLWDWLRQV� RI� $UWLILFLDO� ,QWHOOLJHQFH�´� 1RYHPEHU� ��±December 1, 2016, 
www.pas.va/en/events/2016/artificialintelligence.html; and Pontifical Academy of 
6FLHQFHV��³%LJ�'DWD�DQG�6FLHQFH��5HOHYDQFH�RI�&RPSXWDWLRQDO�6FLHQFHV�IRU�'DWD�&RO�
lection, Data Storage, and Data Management in Basic and Applied Scientific Investi-
JDWLRQV�´�1RYHPEHU���±17, 2015, www.pas.va/en/events/2015/bigdata.html.  
6 3RQWLILFDO�&RXQFLO�IRU�&XOWXUH��³3OHQDU\�$VVHPEO\²�����)XWXUH�RI�+XPDQLW\�´�1R�
vember 15±18, 2017, www.cultura.va/content/cultura/en/plenarie/2017-Future.html.  
7 Dicastery for Promoting Integral Human Development (DPIHD) and the Pontifical 
&RXQFLO�IRU�&XOWXUH��3&&���³7KH�&RPPRQ�*RRG�LQ�WKH�'LJLWDO�$JH�´�6HSWHPEHU���±
28, 2019, www.digitalage19.org/.  
8 Pontifical Academy for Life, Microsoft, IBM, FAO, and Italian Ministry of Innova-
WLRQ��³7KH�5RPH�&DOO�IRU�$,�(WKLFV�´�5RPH��)HEUXDU\���th, 2020, www.romecall.org/.  

http://www.romecall.org/
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articulating a consistent policy which caQ� VKDSH� WKH� 9DWLFDQ¶V� UH�
sponse in different areas and for different international meetings and 
situations. For me, that would be a priority. I think we may also be at 
the stage where we could begin to work towards what the outline of 
an eventual interventiRQ�LQ�WKLV�DUHD�ZRXOG�ORRN�OLNH��,¶P�QRW�WDONLQJ�
encyclicals or anything. You first have to build yourself up. There are 
obvious themes more easily grasped in terms of Catholic social teach-
ing: questions about work, the future of work, questions about bias and 
inequality.  

$QG�WKHUH�DUH�WKH�3RSH¶V�FRQFHUQV�LQ�/DXGDWR�6L¶ about the tech-
nocratic paradigm, which involves the risk of technology and the sense 
that while dual use is important, technology has its own capacity to 
change people, to change culture. Technology may be born of a par-
ticular culture and bring certain values and presumptions with it «�
and maybe some of those have to be changed. So, I think what you get 
here is that it is an emerging space, obviously an issue that cuts across 
many different points of view. What we are hoping and beginning to 
see is the emergence of a more coordinated position which has become 
necessary as the Vatican engages with international organizations. 

Brian Green: Thank you for that comprehensive overview. You 
mentioned the Minerva Dialogues and the work of Father Eric Salobir, 
OP. I think I first talked to Fr. Eric back in 2014 or so. He has been 
active in this arena for a long time. 

Bishop Tighe: Yes, he has been very significant by becoming a 
bridge, putting some of the people from industry in contact with the 
9DWLFDQ�� (ULF� FRQWLQXHV� WR� EH� DEOH� WR� ³ZDON� LQ� ERWK� ZRUOGV´²the 
Church and the tech sector²with real credibility. The Human Tech-
nology Foundation, of which he is the President, has also played a very 
important role in building networks of relevant stakeholders.9  

Brian Green: Following up on that, what are some of the different 
perspectives within the Vatican on AI? Because obviously some peo-
ple may be pro-technology, some people may be anti-technology, 
some may be more engaged, and others not be interested at all. 

Bishop Tighe: One of the perceptions of the Council²our ap-
proach²is that the real expertise we are looking for will be found 
globally. We have a very privileged reservoir of knowledge and re-
flection in Catholic universities. One of our desires would be to tap 
into that creative network and serve as a kind of hub. So, we want to 
have an alertness and awareness of who the people working in the field 
are, who would be resources for the Vatican in shaping its thinking. 
)RU�H[DPSOH��RXU�ZRUN�ZLWK�\RX�DQG�RWKHU�VFKRODUV«�� 

 
9 See the Human Technology Foundation website: www.human-technology-founda-
tion.org/.  
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Brian Green: In fact, many of the people contributing to the pre-
sent issue of the Journal of Moral Theology are involved in these ac-
ademic dialogues. 

Bishop Tighe: Exactly. Getting at your question, I would say there 
is a mixture within the Vatican. When I worked previously in the dig-
ital space, particularly in communications, one of the hardest things 
was to get people in the Vatican to take the digital seriously. A whole 
process of learning had to happen in order for people to understand 
that these are very important spaces in which the Church needed to be 
present. For one thing, we had to overcome a tendency to make a dis-
WLQFWLRQ� EHWZHHQ� WKH� ³UHDO´� DQG� WKH� ³GLJLWDO�´� DV� LI� WKH� GLJital were 
somehow secondary or less important or not serious. I am not sure if 
that was a kind of resistance to technology as much as it was a reflec-
tion of the age profile of many of the people with whom I worked. 
Italy itself has retained to a greater extent the significance of newspa-
pers and TV stations relative to the internet, unlike what has happened 
in some other parts of the world. Then there also is a set of people, as 
we know, responding more to a science fiction version of AI, rather 
than to a grounded understanding of what AI is. But I would say peo-
ple who have been drawn into these discussions have, by and large, 
been engaging with it in a more nuanced way. So, I do not find that 
there are some who are more in favor and some who are less in favor, 
but it might be there are some who more strongly recognize the inev-
itability of what is coming.  

I think there is a concern as to where governance and regulation 
will emerge from. Over the last couple of years, the Vatican generally 
has been concerned about the loss of authority suffered by some inter-
national organizations. The Vatican has always been a big supporter 
of the need for international organizations and attentiveness to global 
issues. AI would be a kind of starting point issue for who is going to 
decide, because it is happening much more in the commercial arena 
than in national governments and universities. 

Some of the issues about which we are all able to get on board very 
LPPHGLDWHO\�DUH��DV�,�VDLG�EHIRUH��ZRUN��LQHTXDOLW\«�WKLQJV�WKDW�ILW�RXr 
categories. But I surmise that the really interesting thing AI is doing is 
to incite us to think again about what makes us human. What are the 
values that make us human? We have to become, in terms of anthro-
pology, much more alert to thinking about what to be human is, and 
we have to do that in a way that is more global, because the ethical 
issues have to be addressed in a global context. The global context is 
also very pluralistic in terms of different religions, no religion, differ-
ent belief systems, and different political systems. So, what are the 
EDVLFV"�7KH�GHHSHU�LVVXH�WKH�9DWLFDQ�LV�LQWHUHVWHG�LQ�LV��³+RZ�GR�ZH�
WKLQN�DERXW�ZKDW�LW�PHDQV�WR�EH�KXPDQ"´�+RZ�GRHV�WKDW�KHOS�XV�UHIOHFW�
on which values would be imperiled by wrong forms of AI? 
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I think the Vatican is also following and listening to the secular 
debates and learning a huge amount from those, because many of the 
basic concerns raised in even quite secular contexts are issues to which 
we can relate²concerns about bias, privacy, inclusivity, etc. It is a 
very welcome attempt by people to ensure that AI and the potential of 
AI would be put in the service of humanity. We have seen some of the 
ODQJXDJH�XVHG��ZRUGV�OLNH�³KXPDQ�FHQWULF´�DQG�SKUDVHV�OLNH�³WKH�WUXH�
measure of progress will be whether AI VHUYHV� KXPDQLW\�´� *UHDW��
These are all categories that happen to be very strong in Catholic social 
teaching. I think what also is coming interestingly into the debate is 
that as more and more people within the technology side begin to re-
flect on ethics, they are moving towards a more sophisticated under-
standing of what it means to reflect on ethics and our understanding 
of what to be a human person involves. 

Also, a lot of the thinking in /DXGDWR�6L¶ on the use of technology 
provides an immediate framework for thinking about AI. I do not think 
Fratelli Tutti has gotten the attention it merits. A lot of people talk 
about needing global solutions for AI because we have to recognize 
the interdependence of people. But Fratelli Tutti moves beyond de 
facto interdependence and tries to speak of a broader and richer con-
ception of relationality between people, and of solidarity. So, I think 
there is a place for us where we can speak language and bring insights 
that will deepen some of the more secular claims. And that is great. 

From Pope Francis, one chapter that I am really determined to 
spend more time on is Chapter Six of Fratelli Tutti, where he talks 
about truth and consensus. He is here, in a sense, challenging the un-
articulated relativism still quite dominant in D�ORW�RI�SHRSOH¶V�LQWXLWLYH�
approach to ethics. He is not challenging in an imperialistic or territo-
rial way, but taking some of the traditional elements of natural law 
theory and trying to broaden them²e.g., How do we think about what 
it means to be human? What are the values that promote human flour-
ishing for individuals and society? How do we think about those in a 
more inclusive way, not simply informed by our Western tradition, not 
simply including male perspectives? And so on.  

It is a bit like the efforts to make AI ethical by design: it is not 
JRLQJ� WR� KDSSHQ� DFFLGHQWDOO\�� ,� WKLQN� WKH� 3RSH¶V� KXJH� FRQWULEXWLRQ�
there is that he talks about searching for truth and the importance of 
consensus in searching for truth, while at the same time making a 
claim that it is not consensus that creates the truth: truth has a value, a 
worth, and a standing of its own. His intuition is that it is a more con-
sensual dialogical approach engaging all different perspectives that 
will allow us to begin to articulate values, intuitions, actions, and ap-
proaches valid for all human persons.  

At a certain point he talks about the human rights tradition. The 
human rights tradition is one of the great achievements of humanity 
and the global order. We disagree on so many things, but we do have 
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WKH�DFKLHYHPHQW�RI�KDYLQJ�SXW�FHUWDLQ�³QR¶V´�RXW�WKHUH��FHUWDLQ�WKLQJV�
that should not be permitted if we want to promote human dignity. A 
Christian perspective will offer one way of rooting it, a humanist per-
spective will offer another. These can be mutually complementary, I 
think. As we try to move towards global statements about AI, we may 
end up being more limited in our expectations and settle for excluding 
the negative; maybe it will be clear what AI should not be used for. 
Often the real HWKLFDO�RU�PRUDO�FKDOOHQJH�LV��³+RZ�GR�,�ILQG�WKH�PRUH�
SRVLWLYH�ZD\V�RI�WKLQNLQJ�DERXW�LW�DQG�XVLQJ�LW"´ 

Brian Green: You have gotten into several questions I want to get 
back to again, but first I do want to ask the following question, because 
\RX�KDYH�IRXQG�D�JUHDW�VHJXH��:KHQ�ZH�FRQVLGHU�WKH�&KXUFK¶V�WKLQN�
ing about AI and its role and human society, can you say anything 
DERXW�KRZ�WKDW�ILWV�LQWR�WKH�FRQWH[W�RI�WKH�&KXUFK¶V�KLVWRULFDO�DSSURDFK�
towards technology? 

Bishop Tighe: To be honest, often when the Church reflects on 
technology there is a recognition of the great things that technology 
has achieved. And yes, there¶V�D�FHOHEUDWLRQ�RI�WKH�DGYDQFHV�WKDW�KDYH�
really represented enormous progress for the world. Since Vatican II, 
there certainly has been a desire for the Church to express more recog-
nition for the things it received from the world; technological and sci-
entific achievements exemplify that. However, I would still say a lot 
RI�&KXUFK�GRFXPHQWV�DUH�D�ELW�TXLFN��WKHQ��WR�DGG�WKH�³EXW´�ZKLFK�FDQ�
hide the fact that the better articulations of Catholic theology actually 
allow for a positive evaluation of science and technology, understand-
LQJ� WKDW�ZH�ZHUH�PDGH� LQ�*RG¶V� LPDJH� DQG� OLNHQHVV�� 3DUW� RI�EHLQJ�
made in the image and likeness of God is our intelligence, our capacity 
to innovate, understand and shape the world in ways that make it better 
for more people. From the theoretical understanding of Catholic an-
thropology this does not present difficulties for us. God can be at work 
here. The Pope did say that the internet LV�³D�JLIW�IURP�*RG´�EHFDXVH�
it is something that gives us the potential to realize our desire for close-
ness and communication.10 

So, it is good to have a positive framing around these discussions 
of technology. What I think is more worrying is that, despite the 
&KXUFK¶V� HIIRUWV� WR� VSHDN� SRVLWLYHO\� DERXW� VFLHQFH� DQG� WHFKQRORJ\��
there is a perception, not just among some scientists, but culturally, 
that somehow there is an opposition. As I spoke before about the Pope 
looking for this more dialogical inclusive approach to finding solu-
tions to human problems, I think one of the pressing issues to ad-
dress²and it is in Laudato Si¶²is the need for a really good dialogue 

 
10 3RSH�)UDQFLV��³0HVVDJH�IRU�WKH���WK�:RUOG�&RPPXQLFDWLRQV�'D\��&RPPXQLFDWLRQ�
DW�WKH�6HUYLFH�RI�DQ�$XWKHQWLF�&XOWXUH�RI�(QFRXQWHU�´�Vatican website, June 1, 2014. 
www.vatican.va/content/francesco/en/messages/communications/documents/papa-
francesco_20140124_messaggio-comunicazioni-sociali.html.  
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between the world of science and the world of faith. The debate be-
tween the two is almost like a diplomatic process. There needs to be 
initial gatherings working on shared points of agreement, where you 
build the confidence and trust in each other that then allows you to 
raise the more difficult issues. So, it is not done from the perspective 
of defensiveness. We also need to be aware of how that is handled by 
PHGLD��,�PHDQ�³WKH�&KXUFK�FRQGHPQV«´�LV�DQ�LQVWLQFWLYH�MRXUQDOLVWLF�
headline. 

One thing we always tried to keep very clear when we were work-
ing on, for example, an articulation of a response to the internet: keep 
WKH�SRVLWLYH�ILUVW��%HFDXVH�³9DWLFDQ�&RQGHPQV�,QWHUQHW´�ZDV�WKH�KHDG�
line we waQWHG�WR�DYRLG��:KDW�ZH�WULHG�WR�VD\�ZDV�³9DWLFDQ�SUDLVHV�
potential of internet�´�DQG�WKHQ�WKH�QHJDWLYH�LV�WKH�IDLOXUH�WR�UHDOL]H�WKH�
potential, rather than the starting point. There was an Irish author who 
began one of his stories concerning Catholicism by VD\LQJ�� ³,Q� WKH�
EHJLQQLQJ�ZDV�WKH�ZRUG��DQG�WKH�ZRUG�ZDV�µQR�¶´11 A more suitable 
VWUDWHJ\�LV�WR�WU\�DQG�QDPH�WKH�³\HV�´�ZKLFK�PD\�WKHQ�OHDG�\RX�WR�D�
³QR�´�IRU�FHUWDLQ�WKLQJV��)RU�H[DPSOH��,�ZDQW�WR�VD\�³\HV´�WR�KXPDQ�
dignity; therefore, I am concerned about anything that drives inequal-
ity. There is the vision, there is the value, and then there is the norm, 
and the norm is often phrased negatively. We should never expose the 
norm without also trying to show the vision that is leading to it. That 
vision may be widely shared, because I do not think anybody wants to 
develop things that are harmful to people and destructive to society. 

Brian Green: I agree that presenting the positive vision is really 
important. You started getting into the diplomatic side of AI, and I just 
wanted to touch on that. As you mentioned, the Church is very inter-
ested in supporting international institutions. How would you say the 
&KXUFK¶V�DSSURDFK�WR�$,�UHODWHV�WR�LWV�KLVWRULFDO�DSSURDFK�WRZDUGV�LQ�
ternational institutions? 

Bishop Tighe: I think one of the things that the Church still has, 
despite all the difficulties, is an extraordinary convening power. We 
see this if we organize things and invite speakers. There is extraordi-
nary goodwill and willingness of people to come to events we organ-
ize. Some of the people who come here from Silicon Valley, for ex-
ample, want to see the Vatican because they are fascinated by its 
strangeness. I can think of one event we did recently with the German 
embassy to the Holy See. We had a one-day seminar looking at AI and 
its implications for how we think about what it means to be human and 
how we relate to each other in society.12 The seminar was intended not 

 
11 %ULDQ�0RRUH��³$�9RFDWLRQ�´�LQ�The Dear Departed: Selected Short Stories (Lon-
don: Turnpike, 2020). 
12 Botschaft der Bundesrepublik Deuschtland beim Heiligen Stuhl and the Pontifical 
CoXQFLO�IRU�&XOWXUH��³7KH�&KDOOHQJH�RI�$UWLILFLDO�,QWHOOLJHQFH�IRU�+XPDQ�6RFLHW\�DQG�
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necessarily for specialists, but for policymakers in governments, em-
bassies, and within the Church. Just put the question on the agenda. 

We were able to invite, as you know, Jim Keenan, SJ, a leading 
moral theologian, Christof Koch from the Allen Institute in Seattle, a 
high-profile neuroscientist, and Matthias Lutz-Batchmann, a philoso-
pher who holds the Chair previously held by Jürgen Habermas.13 We 
had the head of the Human Rights Agency of the European Union, the 
senior European representative of the IEEE and an ethics teacher from 
$QJHOLFXP�8QLYHUVLW\��7KH\�DOO�VDLG��³7KLV�LV�JUHDW��:H�XVXDOO\ go to 
seminars where we meet others who are like us. Here we meet differ-
HQW�SHRSOH�´�2QH�RI�WKH�WKLQJV�WKH�9DWLFDQ�FDQ�GR�LV�WR�FRQYHQH�SHRSOH��
offer a place where, maybe, they can feel freer and can have a new 
conversation. The Vatican can be diplomatic. What makes that easier 
for us is that we are not racing to be a world power here. We do not 
have a horse in the race. We do not have a strong commercialization 
interest. Nor do we in any way have a monopoly on concern for hu-
manity. But we are concerned for humanity: that is our only real inter-
est. We can offer a forum and a place that maybe can bridge gaps, 
where maybe there is not the same historical distrust. 

Brian Green: Right, it naturally has a different dynamic to it be-
cause it is the Vatican, rather than another organization. 

Bishop Tighe: Yes, and I think the other thing is that the Vatican 
commands huge attention, but it may be a very small reality in the end. 
When we do things, we get often far more attention than the thing 
necessarily merits, which means we have to use that capital well. In 
particular, I think we have to use it to be a model for local churches. I 
remember when Pope Benedict first got onto Twitter. It was not a ma-
jor technical achievement, but it got huge global attention. It signaled 
to people that this is something the Church should be thinking about. 
It gave communications people in dioceses around the world leverage 
WR�VD\�WR�WKHLU�ELVKRS��³2K��WKH�3RSH�LV�RQ�7ZLWWHU��PD\EH�ZH�VKRXOG�
EH�WRR�´�,W�KDG�V\PEROLF�SRZHU��7KHUH�LV�SUREably a strength to all the 
different approaches and initiatives and the lack of cohesion at times, 
because maybe we reach more places. There is an alertness and aware-
ness that the Vatican is interested in helping as it can by offering the 
fruits of our tradition. 

Brian Green: I think that is a point worth pondering: the symbolic 
and the leadership aspect of what the Vatican does. I want to move a 
little bit more into AI issues in particular now. At a general level, what 

 
WKH� ,GHD� RI� WKH� +XPDQ� 3HUVRQ�´� 2FWREHU� ���� ������ www.cultura.va/content/cul-
tura/en/dipartimenti/com-linguaggi/AI.html.  
13 )RU�.HHQDQ¶V�WDNH�RQ�WKH�HYHQW��VHH�-DPHV�)��.HHQDQ��6-��³��/HVVRQV�/HDUQHG�IURP�
WKH�9DWLFDQ¶V�$UWLILFLDO�,QWHOOLJHQFH�6\PSRVLXP�´�National Catholic Reporter, Nov 
2, 2021, www.ncronline.org/news/opinion/7-lessons-learned-vaticans-artificial-intel-
ligence-symposium.  
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do you think are some of the most important issues to address when it 
comes to artificial intelligence; for example, you have mentioned bias, 
inclusion, and labor. What is the Church doing to address these issues 
and what more do you think could it do? 

Bishop Tighe: I think the first thing²and this is me going back to 
my moral theology again²is that the Church has to promote a sense 
of ethics as an accessible discipline and take away the mystery. Ethics 
is not the same thing as law or positive law. Ethics is not something 
that comes down from God handed conveniently to you. Ethics is a 
method. We need to create a sense of interdisciplinary requirements 
for ethics; no ethicist can really speak on an issue without first under-
standing the issue itself. 

AI is such a complicated issue that what ethics has to do is to pro-
vide a framework and a language allowing different disciplines to talk 
WR�HDFK�RWKHU�DQG�XQGHUVWDQG�HDFK�RWKHU¶V�FRQFHUQV��LQ�RUGHU�WR�EH�DEOH�
to determine what is actually going to be best for human beings. I 
know this sounds like a pretty theoretical concern. One of the ways to 
do this is to indicate some specific projects we would try to address 
using AI, projects we all clearly agree are a benefit to humanity. We 
learn together from that. Maybe it could be trying to develop AI to 
address certain ecological concerns or issues around migration. The 
issues are important in themselves, but we do them as a self-con-
sciously collaborative project between people from different disci-
plines, so we learn to speak to each other and maybe learn to work 
together as well. 

Brian Green: I like the future-oriented aspect of that too, regard-
ing what the Church could be doing. Are there clear paths forward for 
that sort of engagement, or do you think that is something where the 
groundwork is still being laid? 

Bishop Tighe: Well, the nearest thing I can think of is probably 
(ULF�6DORELU¶V�³9DWLFDQ�+DFNDWKRQ´�LQLWLDWLYH��+H�EURXJKW�JURXSV�RI�
very, very talented students from across the US who came to Rome 
and worked on different projects.14 I remember seeing one very simple 
little project, where a group of students were using digital tools to help 
people in refugee camps communicate their healthcare needs. It was a 
very simple project, from there it could have had an AI dimension that 
would learn from the responses, develop diagnostics, etc. Doing some-
thing together clearly was the important part. And then the opening 
out of the listening, and how that was perceived by the people in whose 
name you were doing it. 

Once again, I think of Pope Francis continuousO\�DVNLQJ��³+RZ�GR�
ZH�HQVXUH�WKDW�$,�ZLOO�EH�SXW�LQ�VHUYLFH�RI�WKH�KXPDQ�JRRG"´�$QG�WKDW�

 
14 'HYLQ�:DWNLQV��³)LUVW�9DWLFDQ�+DFNDWKRQ�6HHNV�6ROXWLRQV�WR�5HDO�3UREOHPV�´�Vat-
ican News, March 8, 2018, www.vaticannews.va/en/vatican-city/news/2018-03/first-
vatican-hackathon-seeks-solutions-to-real-problems.html.  
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we are not just talking to people with certain levels of education and 
with certain types of vocabulary? No matter how inclusive we try to 
be, in terms of deliberately trying to get different voices, there is al-
ways that risk. How do we ensure that we are also listening to those 
whom we may be inclined to perceive as the passive recipients of our 
largess, as if we know what is good for them? How do we get to really 
listening to and engaging with people who will otherwise have their 
lives impacted without having a say? 

Brian Green: Yes, the dialogic elements are very important. At a 
deeper level you have already talked a little bit about the anthropolog-
ical and theological aspects of AI, or rather, the questions that AI 
raises that are anthropological and theological. Can you say a little bit 
more about that? Because I think those are some of the deepest issues 
the Church can speak on. 

Bishop Tighe: By training I am not terribly speculative, but I think 
there are a couple issues here. I trained first as a lawyer, and then came 
into ethics, so mine is a certain problem-solving approach. I do think 
that in terms of our anthropology there are a number of insights we 
have to bring to the table. One is our understanding of human beings 
as being embodied. We should overcome any kind of dualistic think-
ing here, which I think very easily emerges with AI, and makes us 
ZRQGHU�³ZHOO��LI�$,�FRXOG�EH�LQWHOOLJHQW��WKHQ�LW�LV�µKXPDQ,¶´�DV�if in-
telligence is really what makes us human. Whereas human intelligence 
itself is something that has a very clear material substratum in terms 
of our bodies, and the complexity of that we are learning to appreciate. 
To do AI well, it has to take into account the biological and the inte-
gration of the biological. I mean some of the stuff you read about, like 
uploading intelligence and memories onto some sort of computer²
and I know it is more speculative than anything²is heading off into a 
dualistic way of thinking right away and should be avoided. I think we 
need to keep alive that sense of the importance of our body, and not 
moving towards abstraction. There are all sorts of ways that is in play. 
,�ZRXOG�UHFRPPHQG�D�UHDGLQJ�RI�0DUN�2¶&RQQHOO¶V�To Be a Machine 
in this context.15 

Second, I think a related issue is our understanding that people are 
social by nature, not just social by compromise²in other words, the 
idea that the only reason I am social is because it is in my own long 
term personal self-interest. Again, Pope Francis has been very strong 
about contesting this consumeristic understanding of what it is to be 
human. You and I were both present when Reid Hoffman, here at the 
9DWLFDQ� >LQ� ����@�� YHU\� SOD\IXOO\� VDLG�� ³/RRN�� VWDUWXSV� QHYHU� ORVH�
money by gDPEOLQJ�RQ�KXPDQ�VLQ´�>SDUDSKUDVH@��<RX�FDQ�PRQHWL]H�

 
15 0DUN�2¶&RQQHOO��To Be a Machine: Adventures among Cyborgs, Utopians, Hack-
ers, and the Futurists Solving the Modest Problem of Death (New York: Anchor, 
2017). 
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gluttony, lust, etc.16 The truth is, one of the interesting things AI will 
do is to help us think about how determined we are in so many things 
we do. AI can actually say, with varying degrees of accuracy, how we 
are going to behave. On certain issues, I do not think that means we 
do not have freedom. I do think it does tell us something about our 
default selfishness and self-referentiality. 

Brian Green: We are very predictable. 
Bishop Tighe: Yes, and if you gamble on that you are more likely 

to be right than wrong. So how do we promote an idea of human soli-
darity? Because people talk about the emerging inequality²digitali-
zation may have driven that²and the inequality is not just the enor-
mous wealth of the few against the relative poverty of the many; it also 
is the access to power of the few against the lack of access to power 
of the others. Beyond that, there is the question: is there even a sense 
of shared destiny? 

I mean, those to whom wealth is gravitating are interested in using 
it to promote, maybe, space exploration. I know you are interested in 
that,17 and I can see what they are thinking there. But if it is about 
saving the best of the planet and sending them off to future worlds, 
rather than, say, the harder thing of having to address human issues 
KHUH�RQ�(DUWK�«�WKH�IDFW�WKDW�LW�LV�HDVLHU�WR�GHDO�ZLWK�WKH�WHFKQRORJLFDO�
challenges is tragic. Who decides that huge resources go to one rather 
than the other? It is the question of common destiny and, relatedly: do 
we have that sense of human dignity?  

I think there are ways in which AI will teach us to be more alert to 
the limitations of our freedoms, as it can predict patterns of behavior. 
But it will also raise huge challenges. For example, if it can tell in 
advance which men are likely to abuse women. If these men are iden-
tified, should we take preventive action? Or might we educate them in 
advance to help them recover their freedom? I think AI may teach us 
to be more humble about our understanding of the extent to which we 

 
16 :KHUH�+RIIPDQ�VWDWHV�KLV�WKRXJKWV�DW�WKH�9DWLFDQ��9DWLFDQ�,+'��³2SHQLQJ�6HVVLRQ�
3DUW����7KH�&RPPRQ�*RRG��6HHNLQJ�6KDUHG�9DOXHV�´�IURP�³7KH�&RPPRQ�*RRG�LQ�
WKH�'LJLWDO�$JH´�FRQIHUHQFH��6HSW�����������XSORDGHG�WR�YouTube, Nov 14, 2019, time: 
1:01:30-1:03:10, www.youtube.com/watch?v=2FYh_j3OBDg. Hoffman originally 
VWDWHG� KLV� LGHD� KHUH�� ³5HLG� +RIIPDQ�´� The Wall Street Journal, June 23, 2011, 
www.wsj.com/articles/SB10001424052702303657404576363452101709880. For 
LQIOXHQFH�RI�WKLV�WKRXJKW��VHH�5RELQVRQ�0H\HU��³7KH Seven Deadly Social Networks: 
(YHU\�&ULPH�DJDLQVW�WKH�'LYLQH�:LOO�+DV�,WV�2ZQ�&RUUHVSRQGLQJ�'LJLWDO�%UDQG�´�The 
Atlantic, May 9, 2016, www.theatlantic.com/technology/archive/2016/05/the-seven-
deadly-social-networks/480897/. Finally, in 2021 he rethought, clarified, and revised 
his position to emphasize that impulses towards vice also need to be actively con-
WUROOHG�DQG�OLPLWHG��5HLG�+RIIPDQ��³+XPDQ�1DWXUH�LQ�9LFHV�DQG�9LUWXHV��$Q�$GDP�
6PLWK� $SSURDFK� WR� %XLOGLQJ� ,QWHUQHW� (FRV\VWHPV� DQG� &RPPXQLWLHV�´� The Knight 
Foundation, October 29, 2021, knightfoundation.org/human-nature-in-vices-and-vir-
tues-an-adam-smith-approach-to-building-internet-ecosystems-and-communities/.  
17 Brian Patrick Green, Space Ethics (London: Rowman & Littlefield, 2021).  
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are free. It would be not so much about measuring the freedom that 
we have, but potentiating that to make good choices.  

Brian Green: I like the positive framing you put there. We might 
appear to lose our freedom, but perhaps we can gain back that and 
more because we will know the truth. 

Bishop Tighe: The whole topic of AI invites us to frame it that 
ZD\��,�PHDQ�,�FDQ�XQGHUVWDQG�ZK\�SHRSOH�DUH�VD\LQJ�³µ1R¶�WR�$,�PDN�
LQJ�GHFLVLRQV�DERXW�SDUROH�RU�EDLO�´�:H�NQRZ�WKHUH�FDQ�EH�LQEXilt bi-
ases and that we can get it wrong. We should also know that the judi-
cial system as we have it now may not be as good (effective) as even 
a semi-good AI system. We have to be careful not to project on hu-
mans this extraordinary achievement of all our potentials. We can 
maybe use AI to help us reflect on who we are and what we are, and 
understand our patterns of behavior, with the result of us then being 
able to use that knowledge to grow. 

Brian Green: The next big question I was going to ask you is: are 
there relationships between AI and theology we should be thinking 
about? 

Bishop Tighe: Twenty-five years ago, when some of the stuff on 
genetic enhancement was coming out, my mentor in the area of moral 
theology, Maurice Reidy, saw many people in the theological arena 
VLPSO\�UHVSRQGLQJ�³2K��\RX�VKRXOG�QRW�SOD\�*RG�´�5HLG\�ZRXOG�DO�
ZD\V�UHWRUW��³1R��\RX�VKRXOG�SOD\�*RG�´�2XU�*RG�LV�D�*RG�ZKR�FUH�
ated, who created with love and attention. When we begin to deploy 
these technologies, how can we use them for the good? In other words, 
we should be as attentive in our stewardship of creation as God was in 
the act of creation. So that was just to flip that traditional idea that you 
cannot play God. There are many decisions we have to make.18 In 
broad terms, we are at a turning point with all the developments in 
nanotechnology, biotechnology, information technology, cognitive 
science, and genetics with AI increasingly driving said developments. 
These begin to combine together, and ultimately, we are talking about 
taking human evolution into our own hands. Now, maybe that is over-
stated, but that seems to be where technology is going, especially in 
the biological sector. If we begin to do this, questions emerge about 
the values that should shape it and who should decide. 

,�WKLQN�OLWHUDWXUH�FDQ�KHOS�KHUH��)RU�H[DPSOH��LQ�.D]XR�,VKLJXUR¶V�
Never Let Me Go, human beings are cloned so that their organs can be 
given to other people.19 ,VKLJXUR¶V�TXHVWLRQ�ZDV��LQ�WKH�YHU\�EHJLQQLQJ��

 
18 Maurice Reidy, Seminar for Geneticists, Holy Cross College, Clonliffe, 1995. See 
DOVR�%ULDQ�3DWULFN�*UHHQ��³7KH�7HFKQRORJ\�RI�+ROLQHVV��$�5HVSRQVH�WR�+DYD�7LURVK-
6DPXHOVRQ�´�Theology and Science, 16, no. 2 (2018): 223±28, where I make a similar 
point: we should imitate and seek²³SOD\´�DW²*RG¶V�KROLQHVV��YLD�HWKLFV��DQG�QRW�
RQO\�³SOD\´�DW�*RG¶V�SRZHU��YLD�WHFKQRORJ\��RU�ZH�ZLOO��LQ�RXU�XQHWKLFDO�SRZHU��GH�
stroy ourselves. 
19 Kazuo Ishiguro, Never Let Me Go (New York: Vintage, 2005). 
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how did it happen? Because nobody ever wanted to be killing human 
beings for their organs. Well, what happened was that people wanted 
to address and cure particular illnesses. A good desire then became 
inhumane at the close. We need to pause and ask. Rather than let this 
happen by creeping, well-intentioned incrementalism, we need to ini-
tiate a conversation. Who can do that?  

For theology, I think the challenge is to determine how we can 
share our theological insights and translate those into languages that 
people formed in other disciplines can actually appreciate. At the same 
time, how do we help people in other disciplines share their insights? 
I think it will become hugely important in terms of theological for-
mation. We used to insist that people study philosophy before theol-
ogy. Well now I think people need some awareness of science and 
technology in preparation for theology, if people are going to be ade-
quately reflecting on our world. 

Brian Green: I agree with that a lot. The natural sciences used to 
EH�FDOOHG�³QDWXUDO�SKLORVRSK\�´�DQG�WKH\�ZRXOG�KDYH�EHHQ�SDUW�RI�WKH�
philosophy curriculum. 

Bishop Tighe: Today, even in terms of images and metaphors, we 
cannot talk to people if we do not know them. 

Brian Green: Exactly. The lack of comprehension becomes a 
communication problem. Returning to the anthropological side of ar-
tificial intelligence, for what else do you think AI might be significant? 
And [humorously], would you baptize an AI if it asked? 

Bishop Tighe: Another important thing is the whole question of 
ontology. What is the nature of the being of an AI or a robot? As I 
mentioned previously, we had the neuroscientist Christof Koch at a 
recent seminar. He was very clear that AI and robots could performa-
tively seem human, but he was very reluctant to ascribe any form of 
consciousness to artificial intelligences. In other words, you may end 
up believing you are interacting with a human, but ultimately, the 
TXHVWLRQ�LV��³,V�LW�DFWXDOO\�KXPDQ"´�,�NQRZ�\RX�ZHre not being overly 
serious about the question, but if I had an AI ask me to baptize it, I 
would not be inclined to. 

In functional terms, an AI could participate in a sense of belonging, 
but I think it might be more akin to a family pet. That does not mean 
you will not develop feelings about it. I read somewhere that Ameri-
can soldiers expressed grief after robots they used to disarm bombs 
were damaged by the bombs, and they experienced a sense of loss. I 
think we need to maintain an ontological perspective rather than just 
a projection. The ontological issue remains important. 

Brian Green: 2QWRORJ\�QHYHU�JRHV�DZD\�«�0RYLQJ�RQWR�PRUH�
concrete issues, what teachings of the Church do you think are the 
most relevant when it comes to thinking about AI? 

Bishop Tighe: At the risk of repetition, I think some of the 
&KXUFK¶V�SHUVSHFWLYH�RQ�WKH�LQFDUQDWLRQDO�GLPHQVLRQ�RI�RXU�OLYHV�DQG�



226 Brian Patrick Green 
 
the bodiliness of being human are vital to remember. There is some-
thing about the body²³,W�LV�QRW�VR�PXFK�WKDW�I have a body as that I 
am D�ERG\´²the old Merleau-Ponty quotation. This is critical. Some 
Catholic teaching, even in areas of sexuality, also becomes relevant 
here. In a lot of thinking out there the body is almost reduced to the 
carrier of the real person. The real person, therefore, is not dependent 
on the body and could be liberated from the body. I think incarnation 
and embodiment would be insights we need to bring to counteract the 
kind of dualism I think can emerge in a lot of thinking on AI. Other 
areas, more obvious and with immediate applicability, as I said before, 
are questions about inequality, unemployment, justice issues, and so 
on. 

I think one further issue is something UNESCO highlights: our in-
teractions with robots and AI²which exist almost exclusively to do 
what we want²could condition how we think about our relationships 
with real human people.20 There could develop an expectation that 
they also exist solely to satisfy my needs. UNESCO was also begin-
ning to look into the issue of the anthropomorphization of AI. I think 
there are a range of issues about which our Church teaching will have 
things to say. 

Brian Green: &DQ�\RX�VD\�VRPHWKLQJ�DERXW�ZKDW�WKH�&KXUFK¶V�LP�
pact has been on issues related to AI? Have the conversations in which 
you have been involved turned into action in any ways? 

Bishop Tighe: I am not sure anything has turned into direct ac-
tions, because I am not sure if the Church in that sense is an actor in 
the arena, as of now. If we wanted to distinguish a bit about the 
Church, I think the Church is not simply hierarchies, institutions, and 
professors of moral theology, it is also individual believers. Catholics, 
together with other people with different religious backgrounds, or 
people with no religious backgrounds but with developed ethical 
thinking, are trying to marry their principles with their work practices. 
Importantly, we have already seen people working in the AI arena say 
WR�WKH�&KXUFK��³+HOS�PH�WKLQN�WKURXJK�WKH�LVVXHV�,�DP�DGGUHVVLQJ�LQ�
my day-to-GD\�ZRUN�´�$QG�WKH\�DUH�EHJLQQLQJ�WR�ZRUN�FROODboratively 
among themselves. I am struck by this as a kind of embodiment of 
Gaudium et Spes, where it says that lay people cannot look to Church 
leaders for instant answers to every question (no. 43). They cannot 
expect it, but they can get support in terms of the analysis they can 
bring to reflect on their responsibilities.  

We have a group of Catholic technology leaders in Silicon Valley 
ZRUNLQJ�RQ�WKHVH�LVVXHV��6R�ZH�DVN��³+RZ�GR�ZH�VXSSRUW�DQG�HTXLS�
people working in the arena to be able to bring their values into 

 
20 81(6&2��³'UDIW�7H[W�RI�WKH�5HFRPPHQGDWLRQ�RQ�WKH�(WKLFV�RI�$UWLILFLDO�,QWHOOL�
JHQFH�´� 81(6&2� ZHEVLWH�� 1RYHPEHU� ���� ������ HVS�� �� ���� DQG� �����
unesdoc.unesco.org/ark:/48223/pf0000379920.page=14.  
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FRQYHUVDWLRQ"´�1RW�LQ�D�VHFWDULDQ�ZD\��EXW�WR�FRQWULEXWH�WR�WKH�RYHUDOO�
purpose of the company, and try to ensure that AI will be in service of 
humanity: what is true, what is good, and so on. Because they are the 
ones who are there. In terms of practical things, in the discussions with 
secular Silicon Valley leaders, what has emerged is mutual respect and 
appreciation that people working in this field, at the development 
phase, have good intentions. They also have commercial and other in-
tents, but they have fundamentally good intentions and they certainly 
are anxious not to do any harm. 

From the other side (and they were the ones who did the inviting 
initially), I would say there has been a growing awareness that our 
tradition has insights into what it means to be human and what it 
means to live in society, relevant to them and their concerns. This di-
alogical context, as the relationship gets better and more mature, grad-
XDOO\�DOORZV�IRU�D�PRUH�IUDQN�DQG�RSHQ�FULWLTXH�RI�RQH�DQRWKHU¶V�SRVL�
tions. A more robust discussion develops, and that is an achievement. 

Brian Green: I do want to push a little bit more just, because I 
think most people have no idea these conversations are even going on 
in the first place. So, I wonder if you could give more specific details 
about some discussions in which the Vatican has been involved. Or if 
you could mention ways in which the conversation might have pro-
gressed because of the Vatican perspective, or things which might be 
XQLTXH�WR�WKH�9DWLFDQ¶V�FRQWULEXWLRQ��HYHQ if it is more conversational 
than active. 

Bishop Tighe: The initial conversations with secular leaders 
tended to be very much centered around shared texts, which were es-
sentially articles chosen by people from Silicon Valley, which they 
felt even people with no technical background would be able to read 
and gain a sufficient understanding of the issues. That educational pur-
pose was there to begin with. A lot of discussions then were focusing 
in and around texts. To some extent that has remained the model, but 
the sophistication of texts has improved.  

Equally, on the Vatican side, where there are quite a few academ-
ics, we found some very helpful ideas coming from Scholasticism and 
Thomas Aquinas. Some of us had to translate those ideas into terms 
more intelligible for the people on the other side! There was a lot of 
EULGJLQJ�� DQG� OHDUQLQJ�HDFK� RWKHU¶V� ODQJXDJHV�� DQG� WU\LQJ� WR� XQGHU�
stand, that has been enabled by the experience of working together, by 
the social dimension. A lot of really good conversations happen not so 
much at the table, where we have our fixed points of discussion and 
articles we are trying to follow and debate, but in the margins of those, 
where people raise questions and begin to express and explore ideas 
that maybe they would not take to the full table. 

The fruits of that would be found in a conference like the one held 
in 2019, in being able to bring to the table at a Vatican conference 
people like Reid Hoffman from LinkedIn, Mitchell Baker from 
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Mozilla, and others. They were able to come and be part of a public 
engagement in that area. In the same way, there are other people, par-
ticularly Eric Salobir, who have been brought into much more corpo-
rate environments. Of course, there are more; this is not the only show 
in town. 

As these conversations progressed, I also realized that we needed 
to tap into far wider Church sources, and that is where the Pontifical 
&RXQFLO�IRU�&XOWXUH¶V�&HQWHU�IRU�'LJLWDO�&XOWXUH�FDPH�IURP��DQ�LQWXL�
tion that real knowledge and expertise and insight could be brought 
from a broader Church perspective. We decided to engage with people 
coming from the global network of Catholic universities, looking for 
people with the competencies to think about these topics. They are 
also a resource that will eventually help the Vatican become more so-
phisticated in how it thinks about these issues. 

As you know, we have been working in these academic groups now 
for about two years and have never been able to meet in person be-
cause of COVID-19. We started meeting online instead, and it is be-
ginning to help us tap into a wider range of people, not just in the 
United States and Europe, but also in Asia, Latin America, and be-
yond. It is also showing us that there is a lot of thinking and reflection 
available to us that may not be coming from an explicitly Catholic 
context but out of similar value systems, which can aid communica-
tion. 

Brian Green: Moving towards the future: what do you see as the 
IXWXUH�RI�WKH�&KXUFK¶V�HQJDJHPHQW�ZLWK�$,�RU�WKH�IXWXUH�RI�WKH�3&&¶V�
work on AI? 

Bishop Tighe: I think the near future is about leveraging the inter-
est there is in the Church on AI and ethics in non-Church environ-
ments, to facilitate closer thinking and reflection. In the long term it is 
also about developing, on behalf of the Church²this could involve 
the Council for Culture and the Center for Digital Culture working 
with the Congregation for Catholic Education, which has oversight of 
Catholic universities²a formal invitation to Catholic universities to 
ethically reflect on AI and technology in general. It would really help 
if we could bring this more to the forefront of what they are doing²
this is a difficult thing²because we need to develop people suffi-
ciently fluent in the technological area and sufficiently in tune with its 
culture who can then credibly bring insights coming from positions of 
faith into those discussions. 

I mean the danger is what Christof Koch said to us, which is that 
people will still be talking about this, and one day it will have hap-
pened. We will get left behind; the talk will have had no effect. This 
problem is one of the reasons why it is important that the Holy See 
bring the insights of our tradition to the international organizations, 
such as the UN and UNESCO, where it has representation. We cannot 
but acknowledge that this is a challenging moment for generating 
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international co-operation, judging by what we saw at COP26 in Glas-
gow in the environmental conversations. The global community is in 
general very fractured, and AI is another issue upon which it is likely 
to fracture. 

I do think there is an appreciation of what the European Union is 
proposing to do, which is, rather than coming up with a comprehensive 
regulation²the aim of their initial effort²to look instead at the ethics 
of AI and come up with a much more prudential line-drawing exercise 
relating risk to the degree of regulation. So, the more risky the activity, 
the more it has to be regulated and controlled; this rather simple insight 
does help to set certain standards. 

Brian Green: I only have two questions left. The first is, and you 
were just touching on this: what are your hopes and fears for AI and 
the development of AI going forward? 

Bishop Tighe: My hope is that the undoubted potential of AI to 
process large data sets and deal with issues of complexity would be a 
very helpful tool we use to model different options, particularly on 
issues around the environment and the like. I am not saying technol-
ogy is the only answer, because it is not. Technology, data, infor-
mation, and proper understanding of the realities in which we are, I 
think, are very important. I would also like to think that AI would al-
low for a way of aligning humanly valuable applications with the more 
commercially viable ones, so there would be an alignment between 
the incentives for companies and the nobility of what they are trying 
to pursue in their activities. 

When we look at digitalization and the internet in general, I think 
it is fair to say that a lot of the most monetized things have not neces-
sarily brought forth the most noble aspects of its potential. Will AI in 
the long term be used as something to help us address real global prob-
lems, or will it be something used to satisfy rather immediate needs of 
a privileged minority, likely to be paying for that? My hope is to see 
what the positive is for AI, and then the negative is the failure to real-
ize the positive, rather than getting down the track of the particular 
dangers. 

Brian Green: Once again, you are leading with the positive. My 
last question is: do you have any final thoughts or anything else you 
would like to add? 

Bishop Tighe: I would like to say, at a personal level, that for the 
field of moral theology and people working in professional ethics, 
there is enormous potential to make a real contribution to this conver-
sation. Avoid the temptation of being the external experts who offer 
extrinsic solutions, become the people who facilitate the actual deci-
sion makers in thinking ethically. As I have said, I am not a highly 
speculative thinker, but I think many technologists are even less spec-
ulative. They want to deal with what is tangible, real, and can be meas-
ured, and yet here we have to go into questions not so amenable to that 
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approach. The questions are messier, and they require negotiation and 
discussion and engagement with different positions.  

I have mentioned Kazuo Ishiguro before. He has a recent novel on 
AI called Klara and the Sun.21 I was struck personally by an interview 
with Ishiguro in which he talked about growing up with his father, 
who was a scientist working on climate issues, long before it was fash-
ionable.22 Ishiguro was always very impressed by how the scientific 
community reasoned, and how people manage to formulate hypothe-
ses, which stood as long as they were validated, and fell once they 
were disproven, and yet the community worked as one, together, in 
that. To have advanced an ultimately wrong hypothesis might have 
been helpful and there was nothing personal about it. I think we have 
to have a similar way of thinking about human issues. Ishiguro talks 
about whDW�KH�FDOOV�³SURSHU� WUXWKV´��UHDOO\� LPSRUWDQW� WUXWKV�23 These 
enable people to think and reflect together and discern what is really 
going to support humanity.  

This brings me back to the idea that ethics is a method and ap-
proach to our dilemmas in life. In science and technology, rather than 
offering extrinsic solutions, it helps to see ethics as intrinsic to what 
they are doing and enabling them to be more comfortable in address-
ing the not-so-black-and-white questions, the not-so-binary issues. I 
do think sometimes the default position for many scientists is to end 
up working with a consequentialist moral theory because it kind of 
seems scientific. One of the problems, then, if that is your approach, 
is that you displace what does not fit into the theory. What cannot be 
measured gets excluded. The system of measurement is what we need 
to question. We have to ask: how do we measure what is humanly 
good, what is globally attractive, and how do we do that in an inclusive 
way? There is a lot more to be said. 

 
Brian Green: There is much more to say and that is a wonderful 

place to conclude. This has been a fantastic interview. I really appre-
ciate it, and all the time you have taken to promote work on this sub-
ject. 

Bishop Tighe: Thank you.  
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21 Kazuo Ishiguro, Klara and the Sun (New York: Knopf, 2021). 
22 6WHYH�3DLNLQ��³.D]XR�,VKLJXUR��$�1REHO�1RYHOLVW�6HDUFKHV�IRU�+RSH�´�The Agenda, 
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23 6WHYH�3DLNLQ��³.D]XR�,VKLJXUR��$�1REHO�1RYHOLVW�6HDUFKHV�IRU�+RSH�´ 
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